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1.

PROBLEM STATEMENT

Overview

One of the few common threads throughout most distributed database research projects has been the

assumption that the network topology is stable. However, mobility and portabilitv are often essential features

of network nodes, especially (but not exclusively) in military applications. This project investigated both

basic and applied research problems which arise when the presupposition of fixed topology is removed. The

goal of this effort was to explore the essential issues of dynamically reconfigurable database svstems and to

Jdevelop a design strategy for such systems.

1.2,

N

2

3

(4)

5)

(6)

(7)
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General System Characteristics
This study was targeted toward networks with the following characteristics:

The network consists of two tvpes of nodes - servers and clients. The servers offer specialized

functionality which may be accessed by any authorized node.

Access to a server may be initiated by any node (client or another server). Access to a client mav, in

general, be initiated only by a server.

The database management facilities will be provided by a database server. Other servers will provide

functions such as naming, authentication, and network monitoring.

Any node may disappear from the network (become unreachable) at any time with the expectation that it

will reappear after an unspecified period of time, possibly at a new physical location.

A link between any two nodes s transient even while both nodes are connected 10 the network and lasts

only for the duration of a session (initiated by one of the nodes).

The two nodes engaged in a session may or may not be reachable by other nodes during the session,

depending on their level of saphistication (e g, number of dial in porm).

The majority of network entities are highly mobile client nodes which occasionally appear, interact with o »
) ) f o2

Avuil andfor

the network, and then depart. List Special
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(8) Server nodes are also mobile; however thev will tend to be more stable than the client nodes.

(9) Though euch server 1s a separate and unique logical entity, each may be implemented on one or more

physical nodes, and a single node mav offer multiple <ervices.

At the highest level, the network consists of a collection of mobile nodes which communicate ©n
dvnamically established Link~. The database and othiet apor neta Gtk facthilies are Cotthaniied o oo o
server nodes which, although mobile, have a high degree of avadabihin.  As ¢ conseauence, setver
funcuonality will be replicated. Chent nodes appear at ditferent remote locations, atach @ a4 serer tof the
purposes of cither adding ntormaton to the database or querving it~ contents, and then Jepart, o some
~ituations, chients mav pose a query, depart, and then return at anether fecation 10 tequesi the result, The
remote client nodes may exchange messages throuzh a post office, dut there s no direct Chent communieation

during a sesston.

1.3. Objectives - Scope and Issues

The dynamic nature of a system as»outlined above imposes special constramts on the designer.
Solutiens and methods that apply for distributed database systems that are tutdt on top OF Sanc or quas stalie
communication networks do not, in general, apply for a system buwilt on top of a highlv dvnamic network. [t
was therefore necessary to investigate the set of research issues listed below to determine the impact ¢ g
dynamic topology:

data allocation,

query optumizaficn,
conenrrencsy contral,
survivability,

networh management,
COMMUNICauCn pProfocols,
reuting,

sitnudaton methodo o o
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2. RESULTS

2.1. Data allocation

. A number of dvnamic daw allocauon strategies for dyvnamicallv reconfigurable distributed databases

have been developed. The primaryv tenet underlyving the data allocauon strategy ix that reallocaton shouid
2] : ; )
ol take place only when overall system performance would be improved or if the number of copies of a file falls

L

Iy below a pre-specified minimum. The atlocaton algorithms choose the best possible assignment using
" heuristic benefit functions and greedy search strategies. The goal of the technique is to ~elect an assignment
| g } g g
)

! as close as possible to optimal while minimizing search time. Performance experiments indicated that the \
Ly
! allocations chosen by these algorithms were on the average within 2% of the optimal assignment whiie using {
Lo 3 orders of magnitude less CPU time. These results are reported in detal in [CP 4], The overall .
b
" .
: performance of the algorithms was then enhanced by the development of techniques for the parailel
o '

. . . . .

reorganization of the database when reallocation is necessary, see [CP-2}. \
2.2. Query optimization
- Two query opumization techniques developed for static distributed database svstemis were modified to ;
- consider the problems of a dynamic environment. The strategies were the dynamic execution semijoin
- . . . . ]
S8 approach of Yu and Chang and the bucket semijoin technique of Krishnamurthy and Morgan. Experimenial .
) . . . . .
S re<ults indicated that while the dvnamic nature of the network impacted the performance of both strategies,
o the dvnamic execution approach had a smaller increase in runnime tme. Detards of this stads appear in [ TR
L3
- )
< 6,T-3. !
N
o
(o -
2.3. Concurrency control
-’
: The methodclogy developed for concurrency control i a dvnatincalls recontizurabde contonieni s e 4
-
" - e . s )
. Enhanced Muluversion Timestamp ( EMT ) approach |T-5] which v an extension of Reed's umestampinyg
. algonthm. LM T contaims g speaial VIEW aperation which pernnis teading of data withoat tooand ton i ke,
)
‘o handles read onlv transactions <pecidh, g attempts 10 nond (edOimy TR Openaiions W or sy
N
Performance experiments indicate that the above enhancement auprove both the avetage and worst case
b
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behavior of transactions operating under this currency control approach as compared with basic

timestamping.
Gl
o
'
' 2.4. Survivability
The database management system must be able to withstand the departure of any number of client nodes

o7

)] . . . .

, and any single server node. Imitial work :n this area was predicated on the assumptnion that the underiving
communication media would preclude network parutioning.  This assumpuon s valid in many networks such
as commeon-carrier phone links. In this context, algorithms for reliable tran<action manacement and commut
were developed to handle both planned and unexpected departures of server nodes [CP-7]. The transaction
management algorithm can tolerate up to kh sunulaneous fattures, providing that k i less than the ol

X number of database server nodes. The commit protocol requires only the existence of one server for cach

:: data object in the read or write set at the appropriate time in the protocol.

o

< . N . - .

v The problem of partitioning was treated by a different set of algorithms {CP-1,CP-3] which made an
initial assumption of a hierarchical topology. The algorithms provide take an opumistic approach to the

. partitioning problem, allowing work in individual partitions to proceed as far as possible and then reconching

-

: differences at reconnectien. The partitioning algorithms are unique in that thev permit nodes 1o reattach at

N points other than their point of departure, thus supporting complete reconfiguration. The placement of

'

N network monitors is a key element of the partition handling strategy. An algorithm has been developed for

LY

- . . .

0 the optimal placement of network monitors tn a hierarchical network.

>

N 2.5. Network Management

\‘ g

) The responsibiliy tor the management of the netwerk resades with the Netwark Monitor and Noame

s Servers. The design and implementaton of the networh management facility ts report an [TR-5| These

LY

: servers provide for both planned and unexpected departures from and returns (o the network.

-,

LY

.

-

2.6, Communication Protncols

A network commacatie s tachie v mplentented on e ar the Uiy mterpr e comnos

oo et

absetems o Protoc oy o esiabditing and terminoting hinks and ensuning relable, crrorn peee oo
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communication. Detadds of these b levet ororocals are provided i (14

In the communication model followed in this project, a session laver mediates hetween the low Jevel
communication links and the high-level applications. The protocols developed [T 1] enable processes 1o
return to and depart from the nemork, to establish sessons betweeti ans two processes, and fo e and

receive messages,

2.7. Routing

The highlv dynamic nature of the nemwork considered necessitated the dewelopment ot g new g vach
to routing. The strategy followed involved the enhancement of Flovd's basic path algonthm with alternate

routing procedures [T-2] which seehs new subpaths when g topol Zrcal Chanee etfects o Jren roure,

»
H
i Simulations indicate that this approach produces substantial performanic benefitc i a4 networs with g

dynamic topology.

2.8. Simulation Methodology

Simulaton has proven to be a valuable ol 1n the projection of the pertormance of many ot the new

algorithms developed during this project [CP-6}. Dunng the conrse of these simulation experiments, a
number of shortcomings of existing simulation techniques were noted.  Consequently, a simulation pachage

oriented toward the simulation of distributed systems has been developed [0 2 11, Among the special features

|

of this package are portability, interfaces special purpose simulition langimace with O, direct interface 1o

operating system, extensibility, special constucts to support simulaton of distributed svstems, generauon of

multiple plots, interactive debugger, control of staustics produced.

TR L

3. PUBLICATIONS AND TECHNICAL REPORTS

3.1. Conference Publications

TH A A A

CP-1. Wong, D. and Maryanski, F., "Simulation of Partition Processing Strategies for Driftwood”, Surmmer

Simulanon Conference, July 1988,
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CP 2. Du, X. and Marvanshl, ., “Data Reorcanizanon in a Dynamucally Reconfizurable Lntironment”,

International Conference on Distributea Compidaing Svstems, June 1988,

CP-3. Wong, D., "Transaction Processing (n Partitioned Dynamically Reconfigurabte Distributed Database

Svatenin”, ACM SIGSMALL. PC Conference, Mav 1988

CP-3. Du, X. and Marvanshi, ., “Data Allocaton in a Dvnamically Reconficurable Covuonment”,

Dieraronal Conterence o Duia Ergreerng, Feb, 1988, pp. 7481,

CP-5. Kemeny, J., Lambert, D., and Maryanski, F., “Performance Projections for Relauonal Querv

Processors”, [nternatioral Worksiop on Database Macrhines, Oct. 1987, pp. 513-531.

CP6. Rubinoviz, H. and Maryanshi, F., "Performance Modeling in Dynamically Reconfigurable

Distributed Database Systems”, Piusburgh Conference on Mode!ing and Sim:ldation, Apr. 1987.

CP-7. Zajac, S. and Maryanski, F., “Opumistic Concurrency Control and Reliable Commit in Dynamically

Reconfigurable Distributed Databases”, ACM SIGSMALL/PC Conference, Dec. 1980, pp. 137-145.

CP-8. Kantorowitz, E., Maryanski, F., and Shasha, D., "Distributed Office-By-Example ( DOBE )",

Iternational Conf. on Daia Engineering, Feb. 1986, pp. 166-174.

3.2. TECHNICAL REPORTS

All of these reports have been submited for publication.

TR-1. Rubinovitz, H. and Maryanski, F., “A Software Tool for Distributed Database Simulaticn”, Feb.

1988.

TR-2. Maryanski, F. and Kemeny, J., "Performance of Relational Query Processing Systems”, Dec. 1987,

TR-3. Maryanski, F., et al.,, "DRIFTWOOD: A Dynamically Reconfigurable Distributed Database

System”, Nov. 1987.
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W TR-5. Rubinovitz, H., Marvanski, F., and Gold, Y., "Network Services for Dynamicallv Reconfizurable
_, Dawbases”, Mar. 1986,
[
i
TR-6. Iyengar, S.V. and Marvanshi, F., "Query Opumizauen in Dyvnamically Reconficurable Diviributed
o
. Databases.
L]
N _
0 TR-7. Gold, Y. and Moran, S., "A Correcuion Algorithm or Token-Passing Sequence it Mobile
Communication Networhs”. )
- .
TR-8. Gold, Y. and Chen, M.Y., “"Burst Noise and Bit-Error Rate in Dhirect-Sequence Spread-Spectrum -
N -
: Communication Systems” . 2
B L
I‘
0, TR-9. Gold, Y. and Kumbritz, S., “Analysis of Busy-Tone and Busy-Message Access Protocols for Mobile,
l
o Multihop Networks with Channel Reuse”.
o
” TR-10.Chlamtac, I., Elazar, A., and Gold, Y., “Distributed Algorithm for Shortest Path Routing in Dynamic
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v Networks”.
' 3.3. THESES
N . N
\ The following theses were completed by students employed on the project. g
M .
) .
0 T-1. Tran, T.T., "Design and Implementation of Session Establishment in Mobile Networh”, M.S. Thesis, »
o Mar. 1988.
&
L]
e T-2. Nagy, S.C., "Routing in a Dynamically Reconfigurable Distributed Database System”, M.S. Thesis,
"]
June 1987,
5
)
0: T-3. lvengar, S.V., "Query Opumizauon in Dvnamically Recontizurable Distnibuted Database Svstems”, .
: \ )
)
L}
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